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In the field of document analysis and recognition using mobile devices for capturing, and the field of object
recognition in a video stream, an important problem is determining the time when the capturing process
should be stopped. Efficient stopping influences not only the total time spent for performing recognition and
data entry, but the expected accuracy of the result as well. This paper is directed on extending the stopping
method based on the modelling of the next integrated recognition result, in order for it to be used within a
string result recognition model with per-character alternatives. The stopping method and notes on its exten-
sion are described, and experimental evaluation is performed using the open datasets MIDV-500 and MIDV-
2019. The method was compared with previously published methods based on input observations clustering.
The obtained results indicate that the stopping method based on the next integrated result modelling allows
to achieve higher accuracy, even when compared with the best achievable configuration of the competing
methods, however the computations required are significant and more research should be targeted on opti-
mizing its implementation.
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INTRODUCTION

Modern document entry systems allow to automa-
tize the process of data extraction from various docu-
ments, either business, regulatory, or personal. Such
systems are used for creating digital archives of histor-
ical documents (Van Phan, 2016), recognition of
small-scale documents such as business cards (Dangi-
wa, 2018), ID documents, driving licenses, passports
(Arlazarov, 2019), as well as large-scale business doc-
uments (Esser, 2013).

Increasing computational power of mobile devices
and rising technical characteristics of small-scale dig-
ital cameras lead to increased interest in methods for
automatic document entry using mobile devices (Ap-
nazapos, 2017; Ravneet, 2018; Povolotskiy, 2019; Sko-
ryukina, 2018) and forensic analysis (Chernyshova,
2019; IMonesoii, 2019). As a rule, regular smartphones
are used for document recognition, due to relatively
low cost, sufficient computational power for perform-
ing recognition tasks, and ability of capturing video (or
sequence of images). The ability to capture video is
one of the most important advantages over traditional
scanners, as in such case more information could be
retrieved in comparison with a single image, and each

newly acquired document image may be used to im-
prove the recognition result (Bulatov, 2017). Figure 1
illustrates an example of per-frame recognition results
combination in a video stream. As it can be seen, the
correct integrated result may be acquired even before
any individual frame result is correct.

While processing the sequence of frames and com-
bining the per-frame recognition results a single more
precise one, the problem arises — when this process
should terminate? The capturing process in a general
case might not be naturally limited, and if a sufficient-
ly good combination strategy is employed the increase
of the number of integrated observations the expected
result precision also increases (Bulatov, 2019a). How-
ever, the time required to perform recognition and
output the final result is also very important and thus
efficient strategies for video stream recognition stop-
ping should be developed and further studied.

The optimal stopping problems themselves occupy
a special place in mathematical statistics and decision
theory (Ferguson, 2010; Christensen, 2019). Some
methods were also proposed for the video stream rec-
ognition problem (Arlazarov, 2018; Bulatov, 2019b;
Bulatov, 2020b). In (Arlazarov, 2018) a method was
presented which consisted of clustering the set of per-
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# Text field image Frame result Integrated result
1 JW JW
2 U KW U KW
3 IU F F LIK U KW
4 IU, TJT LAN U LKW
5 LIE, FFZ LKN U LKW
6 LIU, TIL LAN IU, T LAW
7 LIU, IIF LAN IU, TIF LAW
8 LAU, TSF LAN LIU, TIF LAW
9 LEE IIL LAK LIU, TIF LAW
10 IIE II LKW LIU, TIF LAW
11 LAU, TIL LAN LIU, TIL LAW
12 LAU, RSZ LAN LIU, TIL LAN
13 LAU, AN LAU, T SZ LAN LIU, TSZ LAN
14 LAU, T851 AN LAU, T SZ LAN LAU, TSZ LAN
15 A AN LAU, TSZ LAN LAU, TSZ LAN
le LAU, TS5 LAN LAU, TSZ LAN LAU, TSZ LAN

Fig. 1. Example of per-frame recognition results combination in a video stream. Correct recognition results are highlighted. Im-

ages are taken from MIDV-500 dataset (Arlazarov, 2019).

frame field recognition results, estimating a confi-
dence score for each cluster, and making a stopping
decision based on three parameters: cluster size, clus-
ter confidence, and the total number of processed ob-
servations. The method can be applied in two ways:
the clusters may be formed from the initial per-frame
recognition results, or from the integrated results ob-
tained on each stage. This method, however, is not ful-
ly formalized and raises the questions of tuning the
clustering parameters. In (Bulatov, 2019b) a method is
proposed, which considers the video stream recogni-
tion stopping as a monotone sequential decision prob-
lem. It presents a stopping strategy derived from the
properties of monotone stopping problems, however it
was tested only for text recognition results as simple
strings, without any per-character alternatives. At the
same time an extended string recognition result model
with per-character alternatives is an important way of
text recognition result representation: it is used for rec-
ognition results post-processing (Llobet, 2010) and
was shown to be valuable for improving the integrated
result precision (Bulatov, 2019a).

The goal of this paper is to investigate the applica-
bility of stopping strategy introduced in (Bulatov,
2019b) for text string recognition with per-character
alternatives and to compare it with alternative meth-
ods, which are already adapted for such recognition
result model. In section 2 a brief description of the
stopping method is given, and in section 3 experimen-

tal evaluation and comparison for stopping methods is
presented.

METHOD DESCRIPTION

In order to provide a description of the stopping
method, let us consider text string recognition in a vid-
eo stream as a sequential decision problem. Let X rep-
resent a set of all possible text string recognition re-
sults, and the task is to recognize a text string with cor-
rect value x*e X given a sequence of images
1,,1,, I,... which are obtained one at a time. At stage
n the image I, is recognized and the per-frame recog-
nition result x, € X is obtained. After x, is obtained

the results x;, x,,..., x, are combined using some com-
bination algorithm to produce an integrated result
R, € X. The stopping decision is now to either stop
the process and use R, as the final recognition result,
or continue the process in an effort to obtain in the fu-
ture the integrated result with higher expected accura-
cy. If the process is stopped at stage # the penalty is paid
in form of a linear combination of distance from the ob-
tained result to the correct one (a “price for error”) and
the number of frames process (a “price for time”):

Ln :p(Rn7X*)+c'na (1)

where p is a metric function on the set X, and c is a

constant representing the price paid for each observa-

tion (in relation to the cost of the recognition error).
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The stopping rule is formally defined as a sequence
of real-valued functions, which represent the condi-
tional probability of stopping after the stage » is
reached (Ferguson, 2006). However, such conditional
probability functions define a random stopping time
N, which could be used to denote the stopping rule in-
stead with more clarity (the conditional probability of
stopping could also be inferred from the random stop-
ping time N). The distribution of N depends on the

obtained observations x,, x,, X;3,.... The stopping prob-
lem is an optimization problem of finding a stopping
rule with a goal to minimize the expected loss, which
can be expressed as follows:

E(Ly(X,,X,,....XN)) —)m}én, (2)

where E() is a mathematical expectation, and
X, X,,..., X, are random recognition results with iden-
tical joint distribution with x* of which x,, x,,..., x, are
realizations observed at stages 1,2,...,k.

Optimal stopping problems, such as (2), can be
classified into a variety of subtypes, and for each type
some theoretical results have been achieved over the
years. A large class of optimal stopping problems
grounded in real applications are the finite horizon
problems, which could be solved using the backwards
induction method (Berezovskij, 1981). The finite
horizon problem is characterized by a fixed stage 7T
such that any stopping rule calls for stopping on the
stage n = T'. For the task of text string recognition in a
video stream this would correspond to a predefined
“time-out”: the number of processed video frames af-
ter which the procedure is always stopped (possibly
with a null result). The addition of such a “time-out”
T to the stopping problem (2) does not divert it from
the practical relevance.

The other important subtype of stopping rule problems
are the so-called monotone stopping problems (Ferguson,
2006; Chow, 1961). The definition is as follows: consider
the event A, ={L, <E(L,,|X, =x,....X, =x,)},
which indicates that the loss which would be suffered
if the process is stopped at stage 7 is not greater than
the expected loss of stopping at the next stage, given
that only the first » observations were obtained. The
optimal stopping problem is considered monotone if

the occurrence of the event A, leads to the occurrence

of A4,,, for all n. In other words, if the current loss is not
greater than the expected loss at the next stage, then
this will be true for all future stages as well. It can be
proven (Ferguson, 2006) using the backwards induc-
tion method, that for monotone stopping problems
with a finite horizon the optimal stopping rule for the
problem (2) is the so-called “myopic” rule:

N,=min{n 20:

3
LnSE(Ln+l|X]:xl,...,Xn ( )

=x,)}
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which calls the process to stop at the earliest stage
when the event A4, occurs.

In terms of the loss function (1) the events A4, con-
sidered in the definition of the monotone stopping
problem can be expressed as follows:

An Z{p(RmX*)_
_E(p(RnHax*)'Xl = xl’“-aXn = xn) = C}'

Since x* is unknown at the moment of making the
stopping decision (and thus the loss function (1) can-
not be computed), the occurrence of the event A4, also
cannot be determined. Thus, some additional as-
sumptions need to be made in order to be able to esti-
mate the left-hand side of the inequality in (4). The
stopping method proposed in (Bulatov, 2019b) for the
problem of text string recognition in a video stream is
relying on an assumption that the expected distances
between two consecutive integrated results decrease

over time:
E(p(RnﬂRnJrl)) 2 E(p(Rn+lan+2))a vn > 0 (5)
B ==

Let us consider the event »
{E(p(R,,R,.) | X; = xi,..., X, = x,) < ¢}, which oc-
curs when the current estimation of the distance from
the current combined recognition result to the next
one is not greater than the relative cost of the observa-
tion. Due to assumption (5) we can expect that the oc-

currence of B, will lead to the occurrence of B,,, for
all n. At the same time, due to the triangle inequality

governing the metric function p, the occurrence of B,
leads to the occurrence of A4,. This means, that if B,
has occurred, the events 4,, A,.5,... will occur as

n+1><In
well, so starting from this stage the problem is effec-
tively monotone and it is optimal to stop (however, the
true optimal stopping rule may have called for stop-
ping the process at the earlier stages). Thus, we obtain
a stopping rule which does not depend on the correct

recognition result value x*:
Ny=min{n>0:
E(p(Rn’Rn+l)|X1 = Xl,...,Xn = Xn) S C‘}.

To implement the stopping rule (6) we need to es-
timate the expected distance from the current com-
bined result to the next one. To achieve this, a model-
ling of the next integrated result is proposed in (Bula-
tov, 2019b), defining the following stopping method:

A, <c,

“

(6

Stop if

o . %)
A =——o 8+ R,R 9 Ay ees Aps A ’
n n+1( ;p( s R(X, X, X X))J

where c is an observation cost (essentially, a threshold
parameter of the stopping method), & is an external
parameter, and R(x, x,,...,X,,X;) is a modeled inte-
gration result of all consecutive observations obtained
by the stage n concatenated with i-th observation.
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It is noted in (Bulatov, 2019b) that the concrete
method of modelling the next integrated result might
depend on the nature of the combination algorithm
and other specifics of the problem, however the pro-
posed method could still be used in a quite general
case, by replacing the recognition results combination
method and the metric function p. In the original pa-
per the experiments were conducted using Tesseract
(Smith, 2007) as the recognition algorithm, simple
string of characters as a recognized string representa-
tion, a normalized Levenshtein distance (Yujian,
2007) as a metric function p, and ROVER (Fiscus,
1997) as a combination algorithm. It was not clear
whether this stopping method would be effective for
an extended string recognition result model, contain-
ing per-character classification alternatives. In the ex-
tended model, the string recognition result can be rep-
resented as a matrix of alternatives:

@a1) - @yisCn) K
o LY D=l @)
(G@x-c5) - @ux>Cux) /=

where ¢; are character labels, g; € [0,1] — class mem-
bership estimations for each character, K — the size of
the alphabet, and M — the length of the string. The
combination algorithms for string recognition result in
this extended model can be viewed as a generalization
of the ROVER approach, and to define the metric
function p a generalized Levenshtein distance may be
used after defining the metric on the individual char-
acter classification results (Bulatov, 2019a).

To compare different stopping methods the ex-
pected performance profiles can be used — a method-
ology from the field of anytime algorithms (Zilber-
stein, 1996). Expected performance profiles are
graphical plots which show dependence of the expect-
ed accuracy on the expected time required to obtain it.

EVALUATION

In order to evaluate the stopping method described
in section 2 we used an open dataset MIDV-500
(Arlazarov, 2019) which contains 500 video sequences
of 50 types of identity documents with ground truth.
Each original clip contained 30 frames. The frames on
which the document was not fully visible were re-
moved from the consideration, and the resulting clip
was repeated in a loop until the original size of 30
frames was reached. In addition we used an extension
of this dataset called MIDV-2019 (Bulatov, 2020a),
which has the same ground truth format, but features
two additional capturing conditions.

The ground truth in the MIDV-500 contains both
ideal values for text field recognition and the ideal geo-
metric coordinates, i.e. for each field its geometric po-
sition in the document boundaries is known, making it
possible to crop the field from any frame of the dataset.
Text fields were cropped with margins with width
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equal to 30% of the smallest text field bounding box
side. Since physical dimensions of each document
type in the MIDV-500 dataset is also known, it is pos-
sible to crop each field in a uniform resolution. For
recognition, all text fields were cropped with the reso-
lution of 300 DPI. After cropping each text field was
recognized using a text string recognition subsystem of
Smart IDReader document recognition software (Bu-
latov, 2017), obtaining the recognized value as a se-
quence of character classification results with alterna-
tives. For combination of per-frame recognition result
a method from (Bulatov, 2019a) was used, which could
be regarded as a generalization of the ROVER (Fiscus,
1997) approach for string recognition results with per-
character alternatives. As a distance metric p a nor-
malized version of the generalized Levenshtein dis-
tance was used, with a taxicab metric for individual
character classification results.

In (Arlazarov, 2018) a stopping method was pro-
posed, which was based on clusterization of the set of
text field recognition results to # clusters, and making
a stopping decision based on some properties of the
most populous cluster. The method proposed in (Bu-
latov, 2019b) and described in section 2 was compared
with this method in the original paper, however since
the paper was focused on a simplified string recogni-
tion result model, not all features of the stopping
method presented in (Arlazarov, 2018) were used, as
the per-character alternatives were not available when
using Tesseract as the text string recognition algo-
rithm.

The clusterization of the observations is performed
by their lengths (i.e. by the number of characters in the
obtained string recognition results). For each cluster
its confidence value is computed according to the fol-
lowing formula:

M(C) K
20 =1~ H(l ~min {H}gx q,-,-<x>}j, ©)

xeC

where C is a cluster of observations with the same
length M (C). The stopping decision is made by three
thresholding: the size of the largest cluster, the confi-
dence of the largest cluster, and, if there is more than
one cluster, the difference between confidences of the
two largest clusters. Such thresholding meant that
there are three stopping method parameters (three
thresholds).

Two variations of the stopping method proposed in
(Arlazarov, 2018) can be realized — the first, denoted
hereinafter as Ny which treats input observations
Xy, X,,...,X, as strings to compose clusters with, and
the second — N, — treats the integrated results
R,R,,...,R, as observations and components of the
clusters. Figure 2 and 3 illustrate the quality maps of
the both approaches with variation of all three thresh-
olds: each data point represents the mean number of
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Mean Levenshtein distance
0.11

(1.0, 0.16) o Nex
_— Best NCX
0.10 -
0.09
0.08 -
0.07
0.06 | | | | | | |

2 4 6 8 10 12 14
Mean number of frames

Fig. 2. Quality maps for stopping method described in (Arlazarov, 2018) in two implementation variations: clusterization of inte-
grate results (left) and of the per-frame results (right). Black line designates the best achievable result. MIDV-500.
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(1.0, 0.28) o Ny
— BeSt NCX
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0.08
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Mean number of frames

0'06 | | | | |

Fig. 3. Quality maps for stopping method described in (Arlazarov, 2018) in two implementation variations: clusterization of inte-
grate results (left) and of the per-frame results (right). Black line designates the best achievable result. MIDV-2019.

observations processed before stopping and the mean
distance of the integrated result to the correct value.

One of the main disadvantages of this stopping
methods is that it is unclear how to jointly select the
values for all thresholds to achieve the highest efficien-
cy. In Figure 2 the black line represents the best option
constructed a posteriori, which will be used for com-
parison with the method described in section 2.

Figures 4 and 5 illustrate the expected performance
profiles comparison for the best achievable versions of

CEHCOPHBIE CUCTEMbI  T1omM 34 Ne 3 2020

the stopping methods Ny and Nz, the stopping
method based on the modelling of the next integrated
result NV, , described in section 2, and, as a baseline, a
simple stopping method N which stops after observ-
ing K -th per-frame result. It can be seen that even
though the best versions of the clustering stopping
methods were evaluated, without clear understanding
of how to obtain these jointly optimal threshold val-

ues, the method N, still outperforms them.
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Mean Levenshtein distance
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Mean Levenshtein distance
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Fig. 4. Expected performance profiles for the baseline
stopping method (simple integration, N ), best versions
of the clustering stopping methods, and the stopping
method N,, described in section 2. MIDV-500.

Table 1 and 2 show the achieved mean integrated
result accuracy (in terms of distance to the correct val-
ue) at stopping time, using the evaluated stopping
methods and with restrictions to the mean number of
processed observations. It can be seen that the method
based on modelling the next integrated result and
thresholding the estimation of the expected distance
from the current result to the next one (N,) outper-
forms the other methods. In particular, it allows to
achieve higher result quality with the same average
number of processed observations even when com-

0.18 -
0.16
0.14 -
0.12 -
0.10 -
0.08 -
0.06

2 4 6 8 10 12 14
Mean number of frames

Fig. 5. Expected performance profiles for the baseline
stopping method (simple integration, N ), best versions
of the clustering stopping methods, and the stopping
method Ny, described in section 2. MIDV-2019.

pared with the best achievable version of the previous-
ly proposed method (Arlazarov, 2018).

The stopping method N, has a disadvantage to the
clustering methods with regards to the computational
efficiency when making the stopping decision. The

computations required for the stopping method N, to
make the stopping decision at stage n grows linearly
relatively to the number of processed frames, whereas
for the clustering methods this dependence is virtually
constant. Figure 6 illustrates the mean time per deci-
sion relative to the number of frames for the three eval-

Table 1. Achieved values of average distance from the integrated result to the correct field value at stopping time with re-
stricted average number of processed observations at MIDV-500 dataset

Limitation to the average number of observations
Stopping method
<3 <4 <5 <6 <7 <8 <9 <10
best Ney 0.161 0.084 0.080 0.078 0.074 0.072 0.069 0.069
best Ncg 0.096 0.084 0.080 0.077 0.074 0.072 0.071 0.069
Nk 0.115 0.104 0.097 0.089 0.084 0.082 0.078 0.074
Ny 0.092 0.082 0.076 0.073 0.071 0.070 0.069 0.069

Table 2. Achieved values of average distance from the integrated result to the correct field value at stopping time with re-
stricted average number of processed observations at MIDV-2019 dataset

Limitation to the average number of observations
Stopping method
<3 <4 <5 <6 <7 <8 <9 <10

best Ny 0.278 0.278 0.278 0.278 0.278 0.116 0.114 0.113
best Ny 0.278 0.147 0.136 0.125 0.111 0.106 0.102 0.099
Ng 0.200 0.152 0.133 0.122 0.115 0.114 0.111 0.110

Ny 0.150 0.123 0.119 0.116 0.115 0.103 0.101 0.100
CEHCOPHBIE CUCTEMbBI  Tom 34 Ne 3 2020



ANALYSIS OF A STOPPING METHOD

Mean time in sec. per decision
3.5

3.0
2.5
2.0
1.5
1.0
0.5

0

15 20 25 30
Number of processed frame results

Fig. 6. Mean time per decision for the clustering stopping
methods, and the stopping method N4, described in sec-
tion 2. MIDV-2019.

uated methods. Table 3 shows the tabular representa-
tion of the measured time characteristics.

As it can be seen from the performed experiments,
the modelling of the next result according to (7) is very
time-consuming, especially if an extended string rec-
ognition result representation is considered. This issue
could be mitigated by approximate calculation of the

Table 3. Mean time in sec. per decision at MIDV-2019 dataset
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next integrated results without complete integration,
or alternative estimations of the expected distance to
the next integrated result, such as using time series
predictions. The essence of the stopping method does
not change, as the main idea would still be to threshold
the estimated expected distance to the next integrated
observation, however the computational efficiency
could be significantly improved.

CONCLUSION

The paper describes the problem of stopping the
process of text line recognition in a video stream. Pre-
viously presented stopping methods were described
and their properties analyzed. A method based on
modelling of the next integrated result is described and
applied to the model of text recognition result as an al-
ternatives matrix with extended per-character classifi-
cation results. The applicability of the stopping meth-
od in these conditions is shown, and the comparative
evaluation is performed against previously published
methods. It was shown that the next integrated result
modelling method outperforms the previously pub-
lished clustering methods, even in their best achiev-
able configurations, but requires more time to make a
decision. As future work it is planned to evaluate dif-
ferent ways to estimate the expected distance between
the current integrated result and the next one, either
with more efficient approximate modelling, or using

Stopping Number of processed frame results
method | 2 3 4 5 6 7 8 9 10
Ney 5.7 % 10745.6 x 1074]5.5 x 1074]5.7 x 1074[5.4 x 1074|5.3 x 1074[5.6 x 1074|5.6 x 107#|5.8 x 107#|5.4 x 10~*
Ner  6.2%10746.1 x 1074(5.8 X 1074(6.2 X 1074|6.1 x 1074|6.4 x 107%|5.9 x 1074/6.3 x 1074|6.3 x 1074|6.5 x 10~*
N, 0.06 0.16 0.27 0.37 0.47 0.58 0.68 0.79 0.9 1.01
Stop- Number of processed frame results
ping
method 11 12 13 14 15 16 17 18 19 20
Ney 5.4 % 10745.7 x 1074]5.8 x 1074]5.3 x 1074[5.4 x 1074|5.8 x 1074[5.6 x 1074|5.5 x 107#|5.4 x 107#|5.5 x 10~*
Ner 6.0 X 107416.2 x 107#/6.3 % 1074|6.3 x 1074/6.2 x 1074{6.0 x 107#|6.4 x 10746.4 x 1074{6.1 x 10~4|6.1 x 10~*
Ny 112 1.24 1.36 1.47 1.59 1.7 1.82 1.93 2.05 2.16
Stop- Number of processed frame results
ping
method 21 22 23 24 25 26 27 28 29 30
Nex 5.6 X 10745.7 x 1074[5.6 x 107#|5.5 x 107#|5.4 x 1074|5.8 x 1074[5.5 x 107#|5.5 x 1074|5.5 x 1074|5.7 x 10~*
Ncr 6.4 x10746.2 x 10746.4 x 1074]6.1 x 107#[6.1 x 107#|6.3 x 1074|6.4 x 1074{6.1 x 10746.2 x 1074[6.2 x 10~*
Ny 2.28 2.39 2.51 2.63 2.75 2.88 2.99 3.12 3.24 3.35
CEHCOPHBIE CUCTEMBI ToM 34 Ne 3 2020
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time series analysis, in order to improve on the com-
putational efficiently of the stopping decision.
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AHA/IM3 METOJA OCTAHOBA PACHO3HABAHHS TEKCTA B BHIEONOTOKE C HCIOJb30BAHHEM
PACIIMPEHHONH MOJeJM pe3yJibTaTa ¢ MOCHMMBOJILHBIMH AJIbTEPHATHBAMM

K. Bb. Bynaros*?, b. 1. Caseanes***, B. B. Api1azapos*’, H. B. ®enorosa’

¢ @edepanvroe cocydapcmeenroe yupescoenue “Dedepanvhblii uccredosamenvckuii yenmp “Unpopmamura u ynpasaerue”
Poccuiickoit akademuu nayk”, 117312 Mockea, npocnexkm 60-remus Oxmsaops, 0. 9, Poccus
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B cdhepe ananuza u pacrno3HaBaHUsI TOKYMEHTOB Ha MOOWJIBHBIX YCTPOICTBAX, a TakXkKe pacro3HaBaHUS
00BEKTOB B BUIEOINOTOKE, 3a71a4a OMpeieieHUss MOMEHTa BpeMeHH!, KOT1a HE0OXOIMMO OCTaHOBUTLCS, SIB-
JISIETCST OUYeHb BaXkKHOMN. D GHEKTUBHOCTh OCTAHOBA BIUSIET HE TOJbKO Ha BpeMsl, 3aTpadyeHHOe Ha pacIo-
3HaBaHWE U BBOJ JaHHBIX, HO M Ha OXXMIaeMYyI0 TOUHOCTb pe3ysibTaTta. JlaHHasi paboTa HarpaBjieHa Ha pac-
IIUPEeHNEe MEeTOoJa OCTaHOBAa, OCHOBAHHOTO Ha MOIEIMPOBAHMHU CIEAYIOIIEero pe3ybTaTa MHTerpaluu, ¢
LIEJIBIO MCTIOJIb30BAHMSI pe3y/IbTaTa paclo3HaBaHUs B BUJIE CTPOKU C TOCUMBOJILHBIMU aJlbTeépHATUBAMU.
OnucaHbl METOI U IPUMEUYaHUsI TI0 €r0 paclIupeHUIo, IPOM3BeaeHa IKCIIEpUMEHTAIbHAS OlIEeHKA Ha OT-
KpbIThIX Habopax nanHbix MIDV-500 1 MIDV-2019. PaccmarpuBaemblilt MeTO1 ObUT CpPaBHEH C METOIAMM,
OIyOJIMKOBaHHBIMU paHee U OCHOBAaHHBIMU Ha KJlacTepU3allMy BXOAHBIX HaOmoaeHuit. [ToyuyeHHbIE pe-
3yJIbTaThl YKA3bIBAIOT HA TO, YTO METOJ OCTAaHOBA, OCHOBAHHbII Ha MOJEJIMPOBAHUY CJICIYIOIIETO Pe3yib-
TaTa MHTerpalu, MO3BOJISIET JOCTUTATh 00JIee BBICOKOW TOYHOCTH, JaXe 110 CPaBHEHUIO ¢ HAWTy4Iei 10-
CTIDKMMOM KOH(MUTYpalueit KOHKypUpPYIOInX MeToaoB. OMHaKO TaHHbBIM MeToa 00JiagacT BEICOKOI BbI-
YUCIUTEbHOMN TPYIOEMKOCTBIO U CYIIECTBYET HEOOXOIUMOCTh B ONITUMU3AIIMHU €70 Peau3allim.

Knroueenie crosa: pacno3HaBaHUe B BUIEOITOTOKe, MOOMIIbHBIM OCR, mpaBuia octaHOBa, MPUHSITUE pellie-
HUSI, MOOMJIBHOE pacio3HaBaHUE TOKYMEHTa, “anytime” aJropuTMBbI

CEHCOPHBIE CUCTEMbI  T1omM 34 Ne 3 2020




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (Adobe RGB \0501998\051)
  /CalCMYKProfile (Photoshop 5 Default CMYK)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.3
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /RUS <FFFE5B001D04300420003E0441043D043E043204350420004104420438043B044F042000270043007400500027005D0020005B004200610073006500640020006F006E00200027005B00480069006700680020005100750061006C0069007400790020005000720069006E0074005D0027005D0020005500730065002000740068006500730065002000730065007400740069006E0067007300200074006F0020006300720065006100740065002000410064006F00620065002000500044004600200064006F00630075006D0065006E0074007300200066006F00720020007100750061006C0069007400790020007000720069006E00740069006E00670020006F006E0020006400650073006B0074006F00700020007000720069006E007400650072007300200061006E0064002000700072006F006F0066006500720073002E002000200043007200650061007400650064002000500044004600200064006F00630075006D0065006E00740073002000630061006E0020006200650020006F00700065006E00650064002000770069007400680020004100630072006F00620061007400200061006E0064002000410064006F00620065002000520065006100640065007200200035002E003000200061006E00640020006C0061007400650072002E00>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        14.173230
        14.173230
        14.173230
        14.173230
      ]
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /ClipComplexRegions true
        /ConvertStrokesToOutlines false
        /ConvertTextToOutlines false
        /GradientResolution 300
        /LineArtTextResolution 1200
        /PresetName ([High Resolution])
        /PresetSelector /HighResolution
        /RasterVectorBalance 1
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MarksOffset 14.173230
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.000 842.000]
>> setpagedevice


